
A Rational Framework on the Causes and Cures of Collaborative Projects Failure  
 

Zhijian Cui1, Christoph Loch2 
1IE Business School-IE University, Madrid, Spain 

2Cambridge Judge School of Business, Cambridge University, United Kingdom 
 
Abstract--This paper takes a rational perspective to study the 

causes and cures of collaborative projects failure in the 
organizations. It shows that project cooperation failure may 
result from two causes: project members' private information 
(with respect to their preferences and/or outside options) as well 
as their incentives to misrepresent---explicitly and implicitly--
that information; and failure to build trust.  Different from the 
prior studies, which often attribute project failure to poor skills 
of project management (e.g., miscommunication, trust building, 
etc), this study shows that in collaborative projects, it is the 
structural conflicts among project stakeholders that handicap the 
communication and trust building. In addition, this paper also 
examines two mechanisms of self-enforcement and their effects 
on cooperation. First, when the costs of implicit communication 
are strongly asymmetric, one party may have the incentive to 
signal her private information in a way that goes beyond “cheap 
talk”. Second, if the project payoff is fixed for one party but 
potentially higher for the other party, the risk of cooperation 
failure actually increases because the latter party then bargains 
more aggressively. 

 
I. INTRODUCTION 

 
In the past decade it has become increasingly common for 

projects to involve multiple parties (stakeholders). Between 
organizations, the collaborative partners usually form an 
alliance whereby each partner firm contributes efforts 
according to its specific capability. The motives and benefits 
of collaborative projects---which include the sharing of costs 
and expertise, mutual learning, and access to the other party's 
resources--have been well addressed in the literature. 
However, such projects tend to be unstable and often yield 
disappointing outcomes [15]; in fact, many are abandoned 
before a product is even launched [10]. One study found that 
14% of such collaborations either abandoned or delayed their 
innovation projects because of partnership difficulties; that 
outcome is often referred to as “cooperation failure” [20] or 
“alliance instability [8]. Reference [29] reports that 34% of 
interfirm alliances were viewed as failures and 51% 
experienced an intermediate outcome in the form of contract 
expiration or unilateral withdrawal by a partner; furthermore, 
the risk of cooperation failure does not vary much as a 
function of partner type (public research organizations, 
suppliers, competitors, etc.) [20].  In the research cited here 
and in the text of this paper, failure is defined as the 
unplanned and unwanted termination of a project [29], which 
we term as “type I error” in collaborative project 
management.  Type I error is different from another scenario 
where a project is not terminated although it should be (we 
term it as “type II error”).  The organizational causes of “type 

II error” or “escalation of commitment” have been well 
studied in the literature of information system [24] and 
marketing [34]. For example, Reference [34] argues that bad 
projects are hard to kill due to the inherent conflict when 
designing managers' incentives. 

Prior research sought explanations for such cooperation 
failure from the perspective of several theoretical approaches. 
First, one can argue from the viewpoint of transaction cost 
theory and focus on the pursuit of self-interest at the partner's 
expense---in addition to the high costs of deterring such 
opportunistic behavior---as a major cause of partnership 
instability [22]. Thus it is claimed that such behavior explains 
the positive correlation between an alliance member's 
withdrawal decision and its so-called outside option (i.e., 
payoff from collaborating with other partners) [13].  Yet this 
angle leaves unanswered the questions of why and how 
cooperation failure occurs even when project survival would 
be beneficial to all the involved parties. Second, one can take 
a resource-based view of the firm and argue that the unequal 
resources brought to a partnership by the individual firms 
eventually lead to a power imbalance between partners that 
explain the premature ending of their collaboration [29]. 
According to this school of thought, the parties' bargaining 
power stems only from their respective resources and so their 
outside options are not considered. However, this approach 
likewise fails to identify the mechanism by which an 
imbalance in bargaining power leads to cooperation failure, 
an outcome that is not desired by either party. Third, one can 
adopt the game-theoretical perspective and emphasize the 
importance of stakeholder conflicts and the role of 
technological uncertainty in predicting the partners' intentions 
and calculating payoffs [26]. This approach views 
cooperation in a collaborative project as a Prisoner's Dilemma 
in which it is more beneficial for each party to cheat 
unilaterally than to cooperate bilaterally. Yet that classic 
payoff structure may not always fairly characterize a 
collaborative project, where the payoff from mutual and even 
unilateral collaboration is often greater than from unilateral 
cheating. This viewpoint, too, leaves some questions 
unanswered. For instance: Why can't the parties use effective 
communication to resolve uncertainties and clarify 
ambiguities [1, 6, 14] and thus minimize the risk of 
cooperation failure due to miscalculating the other party's 
intentions?  We also know---from analogous situations in 
supply chains--that partners that interact over a long period of 
time may have sufficient incentive to compromise in one 
project for the benefit of future projects. We therefore ask: 
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Why can't parties build trust through repeated interactions 
and thereby reduce the likelihood of collaborative failure? 

This paper is motivated by these issues, and it seeks to 
answer the unresolved questions from prior research. One 
reason that the cited work has been unable to explain the 
causes of unwanted cooperation failure is their failure to 
address the management of conflict or “internal tensions” [8].  
A specific example will illustrate this point. Three consumer 
service companies set out to create a customer loyalty 
program, offering customers points to be cashed in for any of 
the participating companies' services. They commissioned a 
complex software system to track points, which required 
feature choices such as “Given input A, does the system 
choose X, Y, or Z?” The partner company representatives 
could not agree on the answers---not because of any technical 
difficulty but rather because they had different preferences as 
regards the best way to treat customers. Forced to 
acknowledge deep incompatibilities among their business 
interests, they ultimately canceled the project. In what 
became an expensive and litigious failure, one executive 
commented: “The stakeholders worked under the illusion that 
everyone was going to get everything that they wanted… 
They papered over their differences rather than going through 
conflict resolution in the early stages, and unresolved 
conflicts led to failure” [23]. In other cases, billions of dollars 
have been spent on initiatives, such as creating cross-unit 
incentives and offering teamwork training, that aim to 
mitigate conflicts between project members. In the words of 
one practitioner, however: “While such initiatives yield the 
occasional success story, most of them have only limited 
impact in fostering collaboration---and many are failure[s]” 
[40]. Therefore, we seek to understand not only how such 
conflicts affect the risk of cooperation failure but also, and 
more importantly, why conflicts between project members 
persist. 

The paper proceeds as follows. In Section 2 we discuss 
how conflicts of interest arise and the negotiatory aspect of 
collaborative project. In doing so we provide a general 
theoretical background and motivate our particular setup. 
Section 3 addresses the puzzle posed by the observation that 
cooperation failure is costly for all project members. We use 
a simple formalization of the bargaining problem faced by 
conflicted collaboration partners to show that, under broad 
conditions, conflicts can be resolved and rational parties 
should prefer continued collaboration to a costly termination 
of the project. In Section 4 and 5, we respectively discuss the 
two causes of cooperation failure and the effects of two self-
enforcing mechanisms designed to reduce the risk of 
cooperation failure. Section 6 concludes. Throughout the 
paper we will illustrate theoretical arguments using simple 
game-theoretic representations and will illustrate the 
plausibility of our contentions with managerial examples 
excerpted from published case studies. 
 

II. CONFLICT OF INTERESTS AND THE NATURE OF 
COLLABORATIVE PROJECTS 

 
Projects have the potential to upset an organization's 

status quo. They operate outside permanent structures---given 
that a temporary group of diverse individuals is assembled for 
a particular and often innovative purpose---and sometimes 
violate existing political relationships and established chains 
of command. The symptoms of conflict among participating 
functions or firms are especially visible in collaborative 
projects, where each involved business unit or partner firm 
may have a unique background, expertise, and level of access 
to information [28]. Consider the following remarks made by 
managers in conversations with the authors. At a company 
that prides itself on its leading-edge technical products, A 
staff member quipped: “This company is dominated by 
stubborn engineers.” In contrast, engineers in partnership 
with another market-driven company complained that “most 
decisions are made by people with a ‘soft’ mind. … Those 
people only care about customers, they do not always 
understand technologies.” Such conflicts can lead to wide-
ranging problems: the specification development phase may 
be drawn out unduly, differences in opinion may escalate to 
senior management, specifications may be changed during 
later stages, and/or the project may be abandoned because the 
parties cannot agree. At worst, projects fail. At best, 
expensive after-the-fact problem solving manages only to 
“avoid competitive disaster rather than providing competitive 
advantage” [41]. 

Some argue that such conflicts are avoidable if new 
product design can be settled with reference to (future-
oriented) customer tastes. For example, in viewing each 
product as “a bundle of well-defined attributes” [335], prior 
research from the marketing perspective seeks to establish an 
“objective” value of product design by making A system 
optimization decision (the product) based on the firm's 
collective interest [16, 33];  here, the individual interests of 
project members are considered to be of secondary concern. 
In reality, however, there are three main challenges to the 
plausibility of that approach. 

First, customer tastes are seldom truly homogenous, even 
within the narrow customer segment targeted by a particular 
product version. Hence it is still up to each firm or function to 
decide which segment to target. Second, the consumers' own 
evaluations can be affected by their lack of familiarity with 
the new product, their uncertainty about its benefits and risks, 
their ability to understand how it operates, and their 
perceptions of product safety [32]. Third, it is extremely 
difficult to represent the overall appeal of products, especially 
those for which aesthetic and other holistic attributes are 
important [18]. In light of these challenges, any take on 
market information or on the “best” product design is 
necessarily subjective. In the resulting absence of objective 
shared criteria, it is only natural that the parties in A 
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collaborative project will seek to exert their departmental or 
personal influence [28]. Thus any product design is inevitably 
a compromise, which is reflected by the characterization of 
product development as a negotiation process among multiple 
involved parties [2, 368]. The implication is that a collapse in 
negotiations among project stakeholders will lead to 
termination of the project even if its outcome initially seemed 
promising. This problem is evidently a widespread one; 
according to a previous study, “technical and cost concerns 
are not as important as organizational factors [in] contributing 
to project abandonment” [10]. 

 
III. THE INEFFICIENCY OF COOPERATION FAILURE 

 
In this section, we formulate a game-theoretical model 

that captures the problems faced by each party in a 
collaborative project. Suppose that our focal partnership is 
between two independent firms in an product alliance and 
seeks to develop a new product characterized by a critical, 
one-dimensional design parameter: the feature parameter f 
with feasible range [0,1]. Each party takes one specific and 
non-overlapping responsibility in the partnership. We refer to 
these parties as A and B. For expositional convenience we 
often use “he” and “she” with reference to A and B, 
respectively. The two parties share a fundamental common 
interest because they are participating in a collaborative 
project, yet they have different preferences for the focal 
design feature---preferences that may result from the parties' 
access to different information [15]. Therefore, A and B have 
symmetric utility functions (reflecting a fundamental 
common interest) but different optimal solutions (reflecting 
their individual utility functions). Let each party's utility 
function be quadratic with respect to the product's feature or 
quality value (although our results do not depend on this 
assumption)1. 

The payoffs of the two parties can therefore be described 
as follows: 

 
Here Pi denotes each party's maximum payoff potential 

from successfully delivering the project. At this moment, we 
assume that parties have equal stakes in the project outcome, 
i.e., PA = PB = P. We will relax this assumption in Section 5.2.  
fi* denotes each party's perceived “optimal” product feature 
maximizing that party's expected payoff. Without loss of 
generality, let the value of party B’s favored product feature 
be strictly greater than that of party A’s; thus, fB* > fA*. In (1) 
                                                            
1 Quadratic utility functions have been widely used in the design engineering 
literature (e.g., [42]). We can also show that a shifted quadratic utility 
representation is general enough to capture both a vertical product feature 
(i.e., one that drives costs) and a horizontal product feature (one, such as 
color, that is cost neutral). The detailed discussion is available per request. 

and (2), the term A captures the project profit's sensitivity to 
the focal product feature f. For simplicity, we let A =1 
throughout this study. The two utility functions are plotted in 
Figure 1. 

 

 
Figure 1: Project Members' Optimal Product Feature Values 

 
Finally, we assume that if cooperation fails then the 

payoffs for party A and party B will be their respective 
outside options or fallback utilities, uA and uB. In an alliance, 
a party's outside option is the “payoff she can get from 
collaborating with alternative partners” [15]. In practice, the 
firms' outside options are influenced by their reputation in the 
industry ---factors that do not change within the short period 
of a project. Hence the outside option is exogenous to the 
bargaining process. 

Each party I ∈{A, B} is described as being of type t, 
which denotes that party's optimal feature value or outside 
option; we use Ωi

t to denote the set of product feature values 
that this party prefers to cooperation failure. For instance, if t 
denotes each party's outside option then Ωi

t  ={f: ∏i
t(f) ≥ ui

t}. 
Clearly, any feature value within this set yields greater 
payoffs for the project member than the outside option. 
Hence the set Ωi

t establishes a range within which mutual 
agreement is acceptable for party i; this range is referred to as 
party i's cooperation potential. Figure 2 and Figure 3 
illustrate party A’s cooperation potential ΩA

t where party B’s 
outside option can have only two values (either high or low, 
H or L). The limit fA

t is the right endpoint of ΩA
t, which 

represents the “best” feature value for party B in terms of 
party A’s cooperation potential. The figures reveal that, as a 
party's bargaining power (e.g., value of the outside option) 
increases, cooperation potential declines and project members 
take a less compromising stance on the preferred product 
feature: fA

H<fA
L. 
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We can use this formulation to categorize two extreme 

scenarios. First, when the preferences of two parties are 
“close” enough (e.g., B’s optimal feature value fB* lies within 
A’s collaboration potential ΩA

t ) or when A’s outside option is 
extremely low (and thus corresponds to a relatively wide 
range of ΩA

t), the parties will agree because otherwise B 
could simply assert her preferred design (fB*) and know that 
her partner (party A) would have no choice other than to 
accept. This case corresponds to a region in which there is 
very little risk of cooperation failure (Scenario 1). The 
conditions that lead to this scenario holding are empirically 
plausible. For example, it has also been empirically found 
that the likelihood of a firm's withdrawal (i.e., a cooperation 
failure) is positively correlated with the value of that firm's 
outside option [13]. This finding supports our argument that a 
low outside option for one party should translate into a low 
risk of cooperation failure. 

In contrast, when parties’ preferences are too divergent or 
if either project member has a high-value outside option, then 
the payoff from continuing the project may be less than that 
from pursuing outside option (P-(fj

t-fi*)-2<ui). This implies 
that project members would prefer to let the collaboration fail 
even though that outcome is undesirable from the perspective 
of the collaboration itself. Here we have a region in which 
there is a high risk of cooperation failure (Scenario 2). Prior 
research [6, 26] has suggested that firms in Scenario 2 can 
take at least two steps to mitigate the high risk of cooperation 
failure: (i) align the interests of different parties (i.e., reduce 
the gap between fA* and fB*); and (ii) redesign the incentive 
structure (i.e., change the value of P such that (P-(fj

t-fi*)-2 > 
ui).. 

One might well suppose that carefully designed incentives 
(e.g., a transfer payment scheme) may help firms 
significantly reduce the risk of cooperation failure by moving 
the project from Scenario 2 to Scenario 1. Although this 
approach has theoretical appeal, from a practical perspective 
it seems implausible for two reasons. First, any incentive will 
still be subject to the parties' dynamic preferences and outside 
options. Therefore, an incentive tailored to Scenario 1 at a 
given time may prove to be counterproductive later on in the 

project. Second, it has been observed that, in a complex 
organization, “an incentive is too blunt an instrument to 
enable optimal resolution of the hundreds of different trade-
offs that need to be made” [40]. For instance, high levels of 
uncertainty concerning technology and the market will likely 
prevent firms from designing a contract capable of covering 
all possible contingencies. We therefore believe that even the 
most carefully designed incentive may be unable to eliminate 
all conflicts of interest between parties and hence to sustain 
Scenario 1. 

At this point, the logical next question is: How would 
project members behave when a project is not characterized 
by either of these two extreme scenarios? In order to address 
this question, we make two technical assumptions that rule 
out those extreme scenarios. First, we assume that party i's 
most favorable product feature value fi

t* is not acceptable to 
party j and so some bargaining is required; this “no easy win-
-win” assumption rules out Scenario 1. Second, we assume 
that, since party i's outside option ui is structured in a way 
such that a mutually acceptable solution does exist; this 
“common ground” assumption rules out Scenario 2. These 
assumptions may be formally stated as follows. 

 
The region that satisfies both of these assumptions is 

referred to as Scenario 3. We then ask whether, in this 
scenario, the collaborative parties can achieve a mutually 
beneficial agreement (and let the project continue) and so not 
suffer from the consequences of the risk of cooperation 
failure. If they can, then what circumstances lead to that 
favorable outcome? One general conclusion is immediately 
evident: there is always a set of product feature values such 
that both parties prefer any one of these values to cooperation 
failure (Proposition 1; all propositions are formally stated and 
proved in Appendix A). Given Assumptions 1 and 2, this first 
result means that there exists a subset of f such that, for each 
outcome f in that subset, ∏A(f)>uA  and ∏B(f)>uB. In 
particular, both parties in the project will strictly prefer any 
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agreement in the interval (fB
t', fA

t) to cooperation failure, 
where t and t' denote the type of party A and party B, 
respectively. In other words: collaboration failure is a 
negative outcome for both parties and is therefore inefficient. 
So then a puzzle naturally arises: Why would the 
collaborating parties not agree on an outcome and thus avoid 
the costs of cooperation failure? 

 
IV. CAUSES OF COOPERATION FAILURE IN 

COLLABORATIVE PROJECTS 
 

Two commonly employed explanations directly address 
the preceding question.  One explanation holds that lacking of 
information transparency such as outside option or 
preferences may cause parties in a collaborative project to 
miscalculate the partner's true intension and willingness to 
fight over his interest [26]. In our formulation, if B is certain 
about A’s preference, then she will simply propose fA

*t---a 
value that maximizes her (i.e., B’s) own utility and is 
acceptable to A. This school of thought thus highlights the 
importance of communication. Another explanation focuses 
on the value of long term interactions between project 
members and argues that cooperation fails due to lack of trust. 
In this section we build two arguments. First, while lacking of 
information transparency point toward a tenable explanation 
for cooperation failure, it neither goes far enough nor works 
by itself as it neglect the fact that project members can in 
principle communicate with each other and so avoid a costly 
miscalculation of other party's will.  Therefore, the cause of 
cooperation failure cannot be simply lack of information or 
poor communication skill, but whatever it is that prevents its 
full disclosure. Our simple formulations show that the fact 
that project members have (hidden) incentives to 
misrepresent their true preferences and/or outside options 
positions is crucial here.  Second, we show that due to 
structural reasons, project members may be unable to build 
trust even if project members interact over time. 

 
A. Cooperation Failure as a Result of Private Information 
and Incentives to Misrepresent 

In practice, collaborative parties are rarely certain about 
the true intentions (preferences) and/or interest (outside 
option) of their partners [1, 28]. Uncertainty with respect to 
the preferences and/or outside options of others can result 
from several causes. First, it may be a consequence of parties' 
different expertise, culture, educational background, and so 
forth [1], all of which lead parties to access different 
information [15].  Second, it may be due to a lack of prior 
collaboration between the parties [6]. Third, uncertainty can 
arise simply from the bounded rationality of the agents 
involved. In other words, even though a firm may have 
known what another firm wants, the firm's employees could 
easily misinterpret that information and thereby create 
confusion. In the following, we will examine the effects on 
collaborative projects of two types of uncertainties, 

nontransparent preferences and nontransparent outside 
options. 

Case One: Nontransparent Preferences.  Let's now 
suppose party B is uncertain about party A’s optimal product 
feature value fA

t* but knows that it will be drawn from a 
cumulative distribution H(f) on the nonnegative real numbers 
with a strictly positive density function h(z) and a 
nondecreasing hazard rate ௛(௙)ଵିு(௙)2 . However, only party A 
knows the true value of fA

*. These simple formulations allow 
us to derive another result: if B is uncertain about A’s 
preference (fA

t*), then there is a definite likelihood of 
cooperation failure. Moreover, that probability is always 
positive when B’s preference (fB

t*) becomes “too big” for A 
(Proposition 2). 

Clearly, party A will decline any specification value that 
yields utility less than his outside option (i.e., any f > fA

t* + ඥܲ − ஺ݑ  will be declined). Therefore, the chance that A 
disagrees with B’s design proposal f is Pr (f < fA

t* + ඥܲ −  (஺ݑ
or H(f- ඥܲ −  ஺). Hence B’s expected utility from proposal fݑ
is H(f- ඥܲ − ஺) uB + (1- H(f- ඥܲݑ − ஺)) (P-(f - fBݑ

*)2). Note 
that the feature value that reduces the probability of 
disagreement to zero is not optimal from the perspective of 
party B. 

Case Two: Nontransparent Outside Options. Suppose 
that B is uncertain about the value of A’s outside option. In 
order to derive a tractable and intuitive result, we assume that 
the outside option for either party can be one of only two 
values, high or low (H or L). Let ui

H > ui
L>0, where i ∈

{A,B}. At the outset, party B believes with subjective 
probability q 0 that party A has a low outside option, u A

L; 
similarly, A initially believes with subjective probability p 0 
that B’s outside option is low, u B

L. Following a proposal 
concerning f from either party, the other party updates that 
subjective probability to p 1 or q 1, as applies. 

In this setup, party B makes an offer f that maximizes 

  
Under Assumptions 1 and 2, party B’s proposal  f* should 

be either f A
L  or f A

H (anything in between would be 
inefficient, since it would force the high-outside-option A to 
decline without maximizing the value for B). These 
considerations entail the following equilibrium behavior: 
when party B is uncertain about party A’s outside option (i.e., 
about the utility u A

t ), there is a positive probability of 
cooperation failure. That probability is increasing in party B’s 
own outside option (Proposition 3). 

Our intuition is that if B aggressively proposes the 
specification f A

L, which lies closer to her (i.e., to B’s) own 
preference, then her proposal will be accepted (resp., rejected) 
                                                            
2 This condition is satisfied for A broad range of distributions; see Reference 
[12].  
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by a low-outside-option (resp., high-outside-option) party A; 
in this case, B’s expected payoff becomes q 0∏ B(f A

L)+(1-q 

0)u B
t . Therefore, a party B of type t would aggressively 

propose f A
L if and only if B has a strong belief (q 0∏ B(f 

A
L)+(1-q 0)u B

t > ∏ B(f A
H) ) that A has a low outside option. It 

follows that B’s threshold probability of acting aggressively 
depends on her own outside option u B

t. If B has a low outside 
option, u B

L, then her threshold probability, q 0
L, will be 

higher (reflecting a greater willingness to make a utility 
compromise) than when her outside option is high. 

In both cases discussed above, private information seems 
to be the key driver of cooperation failure. However, a 
drawback of the simple bargaining model described here is 
that party A cannot communicate his preference or outside 
option to his project partner. One can imagine that, if A could 
communicate this vital information to his project partner, 
then doing so might reduce the likelihood of cooperation 
failure due to information asymmetry---and that this would 
benefit both parties. In other words, why isn't the private 
information simply revealed to the other party? To explore 
this possibility, we next examine the effect of conducting 
communication via two types of mechanisms between parties: 
explicit communication (via sending messages) and implicit 
communication (via making alternative design proposals). 

Explicit Communication via Sending Messages.  In 
practice, explicit communication can take the form of sending 
oral or written messages or having a face-to-face 
conversation at the meeting of a steering committee. We now 
modify the baseline game described in Case One by allowing 
party A to choose and send (after deciding on his optimal 
product feature value) a message m from a large but finite set 
of speeches, M. After sending the message, the game 
proceeds exactly as before with identical payoffs. Party B 
does not know A’s preference exactly but does know the prior 
distribution of that preference. Yet it follows that, in any 
equilibrium where B does not choose randomly among 
proposals, she will propose the same product feature value 
regardless of what A says, in which case the risk of 
cooperation failure remains the same as when there is no 
explicit communication by  A (Proposition 4). 

To gain an intuition for these results, suppose that party B 
conditioned her behavior on f, seeking either more or less as a 
function of what party A communicated. Then, regardless of 
A’s true willingness to abandon the collaboration, he does 
best by communicating his preference in a way that leads to 
the smallest “grab” by B; that is, A has an incentive to 
misrepresent his actual preference of optimal product feature 
value. But in that case, B learns nothing from A’s oral 
communication. In sum, even though both parties prefer to 
avoid cooperation failure, they also wish to obtain a project 
outcome that is more favorable from their perspective. This 
latter desire gives the parties an incentive to exaggerate their 
true preferences if doing so leads the other side to make 
concessions. Collaborative parties have a similar incentive to 
conceal their true outside options if they are concerned that 
revelation would make them look weak. 

Implicit Communication via Proposing Design 
Alternatives. In the preceding example, we found that when 
the parties engaged in explicit communication only and so the 
content of those messages had no direct effect on their 
respective utility functions, the incentives of stakeholders to 
misrepresent private information will likely prevent each 
party from resolving uncertainties about the other party's 
preferences. A possible explanation for this result is that 
explicit communication eventually becomes a game of 
“cheap talk” because the message itself has no binding power. 
Yet if the message actually had direct consequences for 
stakeholders, then that dynamic could potentially incentivize 
project members to reveal their private information3 . 

In organizations, any decision or proposal can be 
interpreted as a “symbol” that signals the decision maker's 
concerns, preferences, ability, or even social status [11]. One 
party can infer the “type” of another party by observing and 
interpreting the proposal made (the symbol signaled) by the 
latter. In this way, vital information is not explicitly 
expressed via messages, but instead implicitly embedded in 
the project decision process. We refer to such embedded 
information as implicit communication. In this example, we 
use project members' outside options to explore whether 
implicit communication gives project members the incentive 
to reveal their private information. 

Suppose that party  B (resp., party  A ) does not know  A’s 
(resp.,  B’s) true outside option but has a prior probability  q 0  
(resp., p 0) that  A  (resp., B) has a low-value outside option  u 

A
L  (resp., u B

L). Suppose that party A ---rather than sending A 
message m ---proposes A specific design alternative f to party 
B. If this design is accepted by B then both parties are bound 
by the proposal and so the final product will have feature 
value f. Hence this mechanism has a direct effect on the 
utility function of both parties. If A’s proposal is declined, 
then B will make a counter-proposal. The rest of game is 
identical to the one described in Case Two of Section 44. Our 
analysis of this scenario reveals that, in equilibrium, party A 
always proposes f A

H regardless of his true outside option. 
Party B’s counter-proposal depends only on her own belief q 0. 
When B’s belief q 0 is below a threshold q 0

t, she will accept 
A’s initial proposal f A

H; otherwise, she will decline that 
proposal and counter-propose f A

L. Then f A
L will be accepted 

(resp., declined) by a low-outside-option (resp., high-outside-
option) A (Proposition 5). 

These results imply that, as in the case of explicit 
communication, communicating implicitly via proposing 
design alternatives has no effect on the bargaining outcome. 

                                                            
3 The key difference between explicit and implicit communications is that the 
former has no direct effect on either party's payoff whereas the latter does (a 
design proposal binds both parties if it is accepted). 
4  Technically, this game is related to the broader stream of literature on 
bargaining with incomplete information [17]. Research in this field has 
examined “alternative offer” bargaining with an infinite horizon [4, 30,39], 
where each party can split a “pie” of fixed size (and thus information remains 
symmetric). Our model extends that approach by considering asymmetric 
information in a bargaining game with a finite horizon. 
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In equilibrium, A proposes the more advantageous feature f 

A
H regardless of his own true outside option, just to “give it a 

try”. Proposing a low product feature value f A
L initially 

would mean conceding at the outset, so A puts the higher 
feature f A

H on the table---just in case B is uncertain enough 
about A’s outside option to let it pass. As a result, party B 
likewise proposes her preferred feature f A

L based on her own 
belief q 0  (i.e., irrespective of what  A  has proposed). Thus, 
implicit communication does not reduce the risk of 
cooperation failure. The intuition is that, no matter what A 
thinks about B’s belief q 0, A will not reveal his true outside 
option because B cannot then be prevented from exploiting 
that information. 

The analysis so far establishes that even though project 
members have good reason to resolve their conflicts and 
achieve a consensus on product specification value---and 
even though doing so is more beneficial than allowing the 
project to fail--there remains the incentive to seek, via 
bargaining, a product design that most closely matches their 
own preferences. Because these incentives are at odds, the 
members of a collaborative project cannot fully communicate 
their preference or outside option to find a mutually 
acceptable product specification value. It is the combination 
of private information (about preferences and/or outside 
options) and the strategic incentive to misrepresent such 
information that explains why cooperation can fail despite its 
potential benefits to both parties.  
 
B. Cooperation Failure Due to Lack of Trust 

Trust has been regarded as another important project 
management principal to coordinate stakeholders in 
collaborative projects.  It has been argued that trust can be a 
natural constraint on stakeholders' opportunistic behavior and 
key to resolving conflicts between project partners in a 
collaborative project [24]. In organization literature, trust is 
often defined as the common belief among group members 
that “a particular member will behave in accordance with the 
commitments, will be honest in the negotiations preceding 
those commitments, and will refrain from taking undue 
advantage of another” [7].  Building trust is especially 
important when there is no third party, such as top 
management, to ensure that agreements are enforced [9]. In a 
product alliance, for example, each firm is a legally 
independent entity and so decides what it says and does 
according to its own interest.  

Building trust is clearly a dynamic process involving 
project members that will interact repeatedly and consider the 
future effects of past and current actions. Therefore, we must 
modify our one-shot bargaining model so that it, too, is 
dynamic. Toward this end, suppose party B is able to propose 
a specification value for the new product in each of an 
infinite number of successive periods  t=1,2, … . In response 
to B’s proposal, A can either accept and implement that 
proposal ft or decline it and pursue his (i.e., A’s) outside 
option uA (then game ends). We discount the cost of receiving 
a future payoff by the factor δ∈(0,1). Therefore, if one party 

decides to terminate the collaboration in period t then that 
period's expected payoff for both parties is ui/(1-δ) , where  i
∈{A,B} . 

Let's consider the simple case in which, at the start of 
collaboration, party A’s optimal specification value is f A

1*. In 
the next period, A collects new information and his 
preference changes to f A

2*, where it remains for all 
subsequent periods. Suppose f A

2*>f A
1*. In the unique 

subgame-perfect equilibrium, party B should propose ft=f A
2*+ ටܲ − ௨ଵିఋ, the highest value to which  A  will agree. The 

implication of this proposal is that---during the first period, 
when A’s preference is relatively far away from that of B and 
so the latter has the stronger bargaining position---party A is 
choosing between immediate cooperation failure and 
agreeing to f1, which yields P-(f 1-f A

1*)2+ ఋଵିఋ[P-(f2-f A
2*)2] . 

Clearly, the best that B can do from A’s perspective in the 
first period is setting f 1=f A

1*. So for A, the largest expected 
payoff from agreeing with B’s proposal during the first period 
is P+ ఋଵିఋ[P-(f2-f A

2*)2] . Yet one can easily check that under 

certain conditions (e.g., when ଵିଶఋ(ଵିఋ)మu A>P) it is beneficial, for 
A, to decline B’s proposal at the beginning and so to allow 
the collaboration to collapse. Roughly speaking, if party A’s 
decline in bargaining power is too much relative to his gain 
from the project, then the inability of party B to refrain from 
exploiting A’s future interest makes it reasonable for him to 
terminate the collaboration. 

At this juncture it is worth stressing several points about 
the difficulty of building trust between project members. First, 
although we look only at the case where the preference of 
each party changes dynamically, the same result holds for the 
case where the outside option of each party varies from one 
period to the next. Second, misrepresented private 
information and failure to build trust are two distinct causes 
of cooperation failure. In our formulation, project members 
understand each other's preferences perfectly well and there is 
no private information. The lack of trust arises from a 
structure of preferences and payoffs that gives one party an 
incentive to abandon a mutually beneficial relationship. In a 
broad range of cases, in particular when ଵିଶఋ(ଵିఋ)మuA < P, it is 
possible to build trust. For example, as party A’s outside 
option uA decreases, his willingness to continue the 
collaboration becomes more credible to party B. 
 
C. Illustrative Example 

An example in the context of an information technology 
(IT) project failure [25] illustrates the relevance of our 
insights in reality. In 1998, the procurement manager at 
Electro Co. proposed setting up “E-PRO” (an electronic 
procurement system) to help its procurement department 
develop worldwide sources of cheaper materials. This project 
received strong support from the top management at Electro 
Co., who believed that it would expected little opposition: “I 
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could not see why our partners would oppose [such an 
advanced technology,] which could also benefit them in 
terms of faster delivery of purchasing orders and payment”. 
The procurement manager was nominated as the manager of 
this collaborative project. 

Once launched, the project was strongly resisted by the 
system users, namely, Electro Co.'s client firms and suppliers. 
According to an IT analyst at the firm: “The users were 
uncooperative... They gave us conflicting information which, 
in the end, we had to spend a lot of time comparing with the 
purchasing manual.” In addition, several rumors regarding 
the project quickly spread among the suppliers; the most 
disturbing of these was that Electro Co. intended to reduce 
the number of its existing suppliers. In addition, one supplier 
secretly complained that “another of our customers had 
earlier requested our participation in their e-procurement 
system and we did [participate]. We only found out later that 
there were lots of hidden costs.” 

The users and suppliers requested that the project to be 
postponed, giving superficial reasons such as technical 
incompatibility between their respective companies' systems 
and Electro Co.'s new system. Even worse, news of the 
suppliers' objections affected the project members at Electro 
Co.. The users and suppliers also approached the managing 
director of Electro Co. with their concerns. Other managers at 
Electro Co. chose to support the users and suppliers: “I think 
they needed more time to upgrade their systems to meet the 
compatibility requirement.” In the end, the project was 
terminated. 

Two causes of cooperation failure we established so far 
(the combination of private information and the incentive to 
misrepresent together with lack of trust) provide us with 
different lens through which to examine and explain the 
procurement IT project failure described in [25].  First, 
despite project members' private concerns about potential 
hidden costs and their own continued status as Electro Co. 
suppliers, they publicly complained about system 
compatibility, an issue that eventually led to project 
termination. So in this case the true preferences of all parties 
were never fully revealed, intensifying the conflicts and 
leading to failure of the collaboration. Second, neither users 
nor suppliers trusted Electro Co.'s publicly stated intention. 
Users were concerned that it might take advantage of shared 
information if the system were successfully implemented. 
From a supplier's perspective, the burden of sharing 
development costs and the risk of future exclusion was 
inevitable if the system were installed. Thus users and 
suppliers both believed that they could be relegated to a 
disadvantageous position once the system was installed, so 
they preferred to kill it preemptively. 

 
V. STRATEGIES TO COORDINATE COLLABORATION 

PARTNERS 
 

So far we have developed two arguments to explain the 
causes of cooperation failure: (i) private information about 

preferences and/or outside options combined with the 
incentive to misrepresent them, and (ii) lack of trust. In this 
section we will discuss some strategies for coordinating 
partners and thereby dealing with these two concerns. One 
strategy that immediately comes to mind is that of making all 
information (e.g., each party's preference and outside option) 
completely transparent. Indeed, if there is no information 
asymmetry then project members can no longer benefit from 
misrepresentation. In that case, one cause of cooperation 
failure would be eliminated. However, implementing such a 
strategy is rarely plausible in practice because it requires the 
support of third party which does not have interest in the 
project. Hence we need a self-enforcing mechanism--that is, 
one whose enforceability does not require mediation by a 
third party (e.g., top management). Here we shall examine 
two such mechanisms that follow naturally from the 
preceding arguments. 
 
A.  Self-Enforcing Mechanism 1: Asymmetric Costs of 

Proposing Design Alternatives 
We have already shown that neither explicit nor implicit 

communication provides sufficient incentive for project 
members to reveal their private information, which would be 
necessary to render information symmetric. A drawback of 
our previous communication models is that the cost of 
communication is assumed to be symmetric (i.e., normalized 
to zero for both parties). One might therefore ask whether 
communication would be more informative if the parties 
incurred asymmetric communication costs.  However, in 
practice, it is hard to imagine that it costs one party more than 
another to send messages (e.g., via e-mails, memos, or 
meetings). It seems more plausible that the cost of proposing 
design alternative is asymmetrical. Thus, the party with more 
in-house capabilities or a broader network will need to spend 
less time (than will its relatively disadvantaged counterpart) 
collecting information and justifying evidence. That being 
said, it is not a trivial matter to assess whether such 
asymmetric costs can solve the problems resulting from 
information asymmetry. To keep the analysis as simple as 
possible, we now revise our formulation in Section 4 so that 
party B incurs a positive cost e when making a proposal to 
party A. All other aspects of the case are the same as in 
Section 4 (Implicit Communication via Proposing Design 
Alternatives). We normalize A’s cost of making a proposal to 
zero; hence the parameter e reflects the asymmetry between 
project members with respect to communication costs. 

We define መ݂AL as the feature for which ∏ B(f A
L) - e = ∏ 

B( መ݂AL) , and we define  መ݂AH  equivalently. Clearly, መ݂AL is the 
product feature f A

L that B is willing to accept in order to 
avoid the proposal cost e . Figure 4 demonstrates the effect of 
an asymmetric cost to proposing a design alternative.    
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Figure 4. Asymmetric Cost of Proposing a Design Alternative 

 
Weakly Asymmetric Communication Costs: Small e. We 

first examine the case where e takes a small value. It turns out 
that A low cost asymmetry e gives A the power to propose a 
slightly lower feature value, but this changes neither the 
nature of the equilibrium nor the risk of cooperation failure 
(Proposition 6). 

Intuitively, the asymmetric cost of making proposals 
increases the bargaining power of party A in that he can now 
propose a more aggressive feature value (i.e., one shifted 
toward his own preference); this is because he knows that 
party  B must incur a cost to override that proposal 
irrespective of her (i.e., party B’s) outside option. In 
equilibrium, if the cost asymmetry e is small, then A’s initial 
proposal is indeed shifted but B’s counter-proposal is not 
(because A’s proposal is still uninformative). More 
importantly, the risk of cooperation failure does not change: it 
is still zero if B believes that A has a high outside option and 
1-q 0 if B is confident (beyond a threshold value) that A has a 
low outside option. 

Strongly Asymmetric Communication Costs: Large e. 
We have just shown that an asymmetric communication cost 
shifts some of  B’s bargaining power to A, pushing the 
equilibrium feature value toward the latter's preference, but 
does not change the managerial problem or the risk of 
cooperation failure. However, if one party faced a large cost 
of communicating then perhaps the risk of cooperation failure 
could be substantially reduced (or eliminated altogether). By 
“large” we mean that the shifted design feature መ݂ A

L , as 
shown in Figure 4, moves so far leftward that it becomes 
smaller than  f A

H . 
We can show that, if the cost asymmetry is that large, then 

party B is willing to compromise enough (in order to avoid 
the high cost of making a counter-proposal) that  መ݂AL  moves 
into the feature range acceptable to AH's--that is, the range for 
high-outside-option party A (Proposition 7). This shift 
eliminates some of the bargaining conflict, essentially by 
nullifying Assumption 1 that there is no easy win--win. Party 
A is then willing to signal his true type (L or H) via his 
proposal. Thus, the surprising effect emerges that a more 
strongly asymmetrical communication cost may benefit party 
B. On the one hand, it forces her to compromise more by 

offering a design feature መ݂A
L or  መ݂A

H that is closer to A’s 
preference; on the other hand, that compromise reduces 
aggressiveness and thereby reduces the likelihood of 
cooperation failure. 
 
B. Self-Enforcing Mechanism 2: Asymmetric Stakes in the 

Outcome 
Another potential drawback of our previous models is that 

the stakes of both parties are assumed to be symmetric:  the 
only difference between the two parties' utility functions is 
the shifted optimal feature value. Yet one might well suppose 
that, in the case of unequal stakes, the project member with a 
greater stake in the outcome may have more incentive to 
avoid cooperation failure. That party may therefore be more 
inclined to compromise than the party with a lesser stake. We 
now turn to considering this possibility. 

 
Figure 5. Varying the Relative Stakes of the Two Parties 

 
 

Figure 5 illustrates the case where party B’s utility 
function is scaled by A factor of φ >0 and party A’s utility 
function is normalized to unity. Note that φ denotes relative 
sensitivity and captures whether B’s sensitivity to the 
project's payoff increases or decreases in response to 
organizational incentive policies. We therefore modify 
equation (2) to read 

When φ >1, party B has a greater stake in the project outcome 
and so her utility from obtaining the preferred design decision 
increases; when  φ <1 , we have the opposite case in which B 
cares less about the outcome. In order to focus the discussion 
on one phenomenon at a time, we address the basic structure 
in the absence of communication--that is, the same setup as in 
Case One and Two of Sections 4. 

Surprisingly, we find that increasing party B’s relative 
stake in the project outcome (while holding party A’s stake 
constant) has the effect of increasing the likelihood of 
cooperation failure (Proposition 8). This is because, when B 
has more at stake, she will insist even more aggressively on 
her preferred product feature and will be less willing to 
compromise---which, in turn, increases the risk of rejection 
by A. Conversely, if B cares less then she will be more 
willing to compromise. The implication is that, when φ >1 , 
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party  B’s utility becomes so steep that even A small change 
in specification value significantly alters her expected utility, 
which increases the likelihood of cooperation failure. Another 
way of looking at this result is to allocate an extra payoff (e.g., 
a bonus); in theory, this should reduce B’s relative sensitivity 
to the project's payoff. That is, if A’s stake is increased then 
he can more credibly threaten to reject B’s proposal, inducing 
her to compromise. 

A more extreme conclusion would involve reducing φ to 
zero: a party who cares not a whit will simply accept any 
proposal and thus preclude cooperation failure. This is 
consistent with the organizational rule of thumb that parties 
who can offer no substantive input or information (and thus 
have nothing at stake) should not be allowed to influence the 
outcome of a collaborative decision. However, if we assume 
that the design preferences fi of our two parties A and B 
reflect relevant considerations, then neither party's preference 
should be ignored by setting sensitivity at zero. Thus φ serves 
to balance the inclusion of relevant information (truth-finding 
aspect) against the danger of a breakdown in consensus 
(strategic aspect) that could lead to cooperation failure. 

 
VI. CONCLUSION AND DISCUSSIONS 

 
The paper develops three major claims. First, we argue 

that the management of conflict has not been well addressed 
in prior research that seeks to explain the high failure rates of 
collaborative projects. From the perspective that decision 
making in new product development amounts to a negotiation 
process, we show that cooperation failure is indeed an 
unwanted outcome for all project stakeholders. This result 
implies that there should exist a range of “collaboration 
potential” in which project members would prefer 
cooperating over abandoning the project. Second, we offer 
two causal explanations for why project members are 
sometimes unable to resolve their conflicts even though doing 
would benefit all parties: (i) the combination of private 
information (about true preferences and outside options) and 
incentives to misrepresent that information, and (ii) the 
failure to build trust in specific circumstances. We show that 
although collaborative partners are typically motivated to 
avoid the negative consequences of cooperation failure, they 
may also be inclined to misrepresent their private information 
so that the final outcome of the project is closer to their 
preferences. Given these mixed incentives, it follows that 
communication---whether explicit (via sending messages to 
reveal party's preference and/or outside option) or implicit 
(via proposing design alternatives which embeds private 
information) may actually prevent project members from 
understanding the other party's intention and from resolving 
conflicts in a way that does not risk cooperation failure. 
Contrary to the conventional game theoretical argument that 
such failure results from miscalculation of others' intentions 
due to poor communication [26], we argue that it results from 
strategic dynamics due to the combination of asymmetric 
information and incentives to misrepresent. In addition, we 

establish that even repeated interactions may not be enough 
for project members to build trust and a truly cooperative 
relationship. If collaborative partners are unable to solve their 
conflicts, then the project is doomed because at least one of 
the parties still has an incentive to renege on the terms. Third, 
we examine the effects of two self-enforcing mechanisms on 
reducing the risk of cooperation failure: an asymmetric cost 
to proposing design alternatives and asymmetric stakes in the 
project outcome. We show that if asymmetry (between 
parties) in the cost of communication is large enough then 
parties may be more inclined to make truly informative 
proposals, which precludes cooperation failure due to 
information asymmetry. We also find that increasing the 
project stake of one party relative to another actually 
heightens the risk of cooperation failure. 

It could be argued that there should be a “truth-finding” 
aspect of communication within collaborative projects 
[21,35]. For example, prior research in concurrent 
engineering has shown that communication helps to reduce 
the negative effect of design rework when an “optimal” 
communication pattern is followed [21]. Since parties with 
divergent preferences bring with them different information 
sets (with respect to markets, manufacturing, etc.), it follows 
that aggregating such information can increase the overall 
performance of a collaborative project [1,14]. We concur 
with this argument. However, the element that we wish to 
emphasize is the strategic aspect of explicit communication, 
which has been often overlooked in the literature. Note that 
the existence of truly useful information (e.g., concerns about 
market access, manufacturing costs, etc.)  contained in 
explicit communication need not alter a stakeholder's 
incentive to misrepresent some private information, which 
can lead to the persistence of conflict between the parties. In 
short, explicit communication between project members is 
partially informative (the truth-finding aspect) but also 
partially uninformative (the strategic aspect)5. It is the latter 
that results in cooperation failure. 

Alternatively, one could consider Nash bargaining to 
study the cooperation failure. Yet that approach requires that 
the parties have complete information and can thereby avoid 
an equilibrium breakdown [12], and it is precisely the risk of 
such a breakdown that interests us. Cooperative games are 
also not applicable to our context because the existence of a 
core strategy set that is both nonempty and stable requires all 
involved parties to have complete knowledge of the expected 
payoffs [27]. 

The model in this paper is quite stylized: the detailed 
decision making process between two collaborative parties is 
simplified as a two parties’ bargaining game of product 
specification value on a one-dimensional space. First, we 
acknowledge that most products occupy a multidimensional 

                                                            
5  See [5] for a general discussion of strategic information transmission 
between two rational agents. It has been shown that information transmission 
becomes more informative only when the two parties' preferences become 
more congruent. 
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feature space; however, these multiple dimensions can also 
be transferred one-dimensional “composite” feature. This 
approach is frequently taken in the product development 
literature; see, for example, [19] and [36]. Second, we show 
in the paper that the results from our simple model are quite 
robust in different managerial contexts and settings – for 
example, it can be extended to the case with multiple-period 
repeated interactions (e.g., failure to build trust), asymmetric 
information with respect to both preference and outside 
option, asymmetric cost of proposing design alternatives and 
asymmetric stakes in project outcomes.   

The insights from this study also have broad managerial 
implications. Prior research often attributes collaboration 
failure to manager’s poor management skills.  As a result, a 
lot of efforts have been spent on the training programs such 
as trust building, effective communication skills, etc. In 
contrast to this view, this paper points out the structural and 
underlying causes which handicap communication and trust 
building.  We show that as long as the conflicts of interests 
among stakeholders persist, effective communication and 
trust cannot be achieved, even with excellent project 
management skills.   This then leads to a different set of 
managerial prescriptions:  redesigning project incentive 
structure according to the decision power (asymmetric stake 
in project outcome) and selecting a proper partner (with 
asymmetric cost of proposal design alternative).      

In this paper, we implicitly treat project members as 
rational agents. Even so, we do not mean to rule out other 
causes of cooperation failure---including both psychological 
and sociological reasons as well as irrational agents [8, 16, 20, 
23]. There is little doubt that such explanations are both 
important and empirically relevant, but we will not be in a 
position to explore them until the causal mechanisms for the 
“rational” case have been rigorously specified. For instance, 
after clarifying these distinctions we may find that bounded 
rationality is no less important than private information when 
it comes to explaining disagreements about optimal product 
features. Thus a better understanding of how cooperation 
failure arises among rational agents makes it easier to 
appreciate the significance of psychology or irrationality in 
these and similar bargaining games. 
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APPENDICES 
 
A. Propositions and Proofs 

In Propositions 2, 3, and 8, the bargaining between parties A and B is modeled as a take-it-or-leave-it game. In this game, 
party B moves first, proposing a design feature f ∈ [0,1]. Party A then evaluates that proposal and chooses whether or not to 
accept it. If A does not accept, then the game ends and both parties receive their outside option; if A does accept, then A and B 
receive the utilities defined in equations (1) and (2), respectively. 

In Proposition 4, party A can send a message before party B makes her proposal. The rest of game structure is identical to 
the game in Propositions 2, 3, and 8. 

In Propositions 5, 6, and 7, party A can propose a product feature before party B makes her proposal. The rest of game 
structure is identical to the game in Propositions 2, 3, and 8. 
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