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Abstract–Today, manufacturing companies are facing the 

influences of a dynamic environment and the continuously 
increasing planning complexity. Using advanced data analytics 
methods, processes can be improved by analyzing historical 
data, detecting patterns and deriving measures to counteract the 
issues. The basis of such approaches builds a virtual 
representation of a product – called the digital twin or digital 
shadow. Although, applied IT systems provide reliable feedback 
data of the processes on the shop-floor, they lack on a data 
structure which represents real-time data series of a product. 
This paper presents an approach for a data structure for the 
order processing which overcomes the described issue and 
provides a virtual representation of a product. Based on the data 
structure deviations between the production schedule and the 
real situation on the shop-floor can be identified in real time and 
measures to reschedule operations can be identified. 
 

I. INTRODUCTION 
 

The future project Industrie 4.0 is the driving force to 
secure the competitiveness of high-wage countries such as 
Germany and to expand their leading position in production 
technology [1]. The fourth industrial revolution is mainly 
driven by the internet of the things and services. Using 
intelligent production systems, Industrie 4.0 enables the 
further development towards a resource and energy efficient 
as well as a highly productive and flexible production [2, 3, 
4]. Thus, the collection and usage of data within the 
manufacturing environment is essential. In non-production 
industries, data analytics methods are already implemented to 
evaluate past incidences and consequentially predict future 
happenings. One example is given by the company Yarra 
Trams from Melbourne (Australia). It uses the data from 
91.000 trams and other data sources in order to obtain insight 
and knowledge about disturbances, performance or passenger 
volume. The obtained data and the foresighted use of vehicles 
increased service quality to 99% [5]. The company blue 
yonder provides its retail customers a software as a service 
platform, by which forecasts based on large datasets are 
made. Hereby, client needs can be predicted more precisely 
[6]. As shown by these examples, the usage of data analytics 
methods has a high potential to increase the efficiency of 
value-adding processes. 

The basis for analytics approaches builds a virtual 
representation of a product on the shop-floor - called the 
digital twin or digital shadow. The digital twin or digital 
shadow illustrates the virtual representation of data in 
manufacturing and represents the relevant data (e.g., order, 
geolocation and status). Similar to a flight data recorder the 
relevant data is stored in a time series format. Although, 

existing IT systems provide feedback data from the shop-
floor, they lack a data structure which provides a virtual 
representation of a product in real-time [7, 8, 9]. The current 
state of planning systems can be summarized to: 
 insufficient image of the current situation of the 

production in terms of feedback data 
 unstructured data in IT-systems 
 rigid structures and a lack of adaptability of planning 

systems 
 no continuous check of the data in the planning system 

and the status of the order processes 
 

Considering these problems predictions about the future 
state of the production and reliable statements about the 
current situation of an order are not possible. In order to 
overcome the described issue and successfully implement 
methods of data analytics inside the manufacturing 
environment this paper presents a data structure overcomes 
the described issue and provides the virtual representation of 
a product 
 

II. MOTIVATION 
 

In the area of data evaluation and analysis, business 
intelligence using models exist which can be summarized 
under the term analytics capabilities. In this paper, the term 
analytics in association with business intelligence is defined 
as follows: It is understood as a scientific process of 
mathematical-logical transformation of data to improve 
decision making [9]. Depending on the maturity level of 
analytical skills, four stages of data analytics can be 
differentiated: descriptive, diagnostic, predictive and 
prescriptive analytics (see figure 1) [10,11].  

The first stage, called descriptive analytics, answers the 
question “What happened?”. Descriptive analytics aim at 
analyzing large amounts of data with the purpose of getting 
an insight and conclusion of what happened in the past. By 
analyzing interactions within the data diagnostic analytics 
pursue the question “Why did it happen?”. Predictive and 
prescriptive analytics support proactive optimization. The 
question “What will happen?” is covered by predictive 
analytics. Future behavior is predicted by methods of pattern 
recognition and the use of statistics. Prescriptive analytics 
form the last stage and answer the question “What should be 
done?”. Using optimization algorithms and simulation 
approaches concrete measures are suggested or even directly 
implemented [12]. 
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Figure 1: Four stage model of the decision making assisted by data analytics [11] 

 
III. STATE OF THE ART 

 
Although, several publications focus on approaches 

regarding data models which assist in planning and 
controlling the manufacturing process, a scientific 
investigation of a real-time representation of a product is only 
performed in very few research activities and not dealt with 
in detail. In the following section these approaches will be 
outlined. 

Gröger designs an Advanced-Manufacturing-Analytics-
Platform for a data-driven optimization of manufacturing 
processes. Based on an analysis of the manufacturing process 
he identifies the factors influencing the process and derives 
an analytic manufacturing process metamodel. Basis for this 
model are already existing process oriented metamodels and 
manufacturing modelling approaches such as the MES data 
model according to DIN EN 62264 (a standard which defines 
the enterprise-control system terminology), the value stream 
modelling or the virtual factory data model [14, 15, 16]. This 
approach enables to identity quality problems by a data-
driven identification of root causes. As the focus is set on an 
optimization of quality problems, the order processing is not 
addressed [13]. 

Manufacturing execution systems (MES) are IT-systems 
which support the production management and are used for 
the process-oriented control and monitoring of manufacturing 
processes as well as resource and quality management. 
According to DIN EN 62264, the MES data base is formed 
by process model oriented, non order-related data of the 
manufacturing process. Those are material, personal and 
resource data which are required to form process segments. 
These segments refer to the manufacturing of specific 
products.  [14, 17].  

Terkaj conceives a virtual factory data model to integrate 
data from different domains (e.g., processes, products and 
resources). The purpose of the virtual factory data model is to 
enable the interoperability between the different software 
tools. It is a coherent, standard, extensible and common data 

model for the representation of factory objects. Providing 
real-time data and a focus on the order processing is not 
given [16, 18, 19]. 

Schuh designs a cyber-physical production control which 
aims at improving the short-term planning and long-term 
planning of the manufacturing resources. The basis for this 
approach builds a data structure which represents the relevant 
manufacturing data (e.g., shift plan, workstations and 
processes). Nevertheless, a discussion on real-time data of the 
order processing is not conducted [20, 21]. 

Another approach dealing with the modeling of the order 
processing is provided by Schmidt. The main focus of his 
work lies on the inter-company order processing and the 
development of an information model to improve the 
coordination between different companies in a supply chain 
[23]. 

Roos develops a data model for the intra-company order 
processing. Based on the Aachener PPS Model he defines the 
needed data for the tasks of the order processing. Although 
the data model is a central element of the work, providing a 
real-time representation of an order is not addressed [25]. 

 
IV. REQUIREMENTS 

 
Based on the discussed approaches the following 

requirements have been derived which have to be met by a 
data structure for the order processing as a basis for data 
analytics: 
 Data structure must illustrate relevant data of the order 

processing (R1) 
 Appropriate for the single or small batch production (R2) 
 Flexible Extension of the data structure to include other 

data (R3) 
 Providing a real-time virtual representation of a product 

based on time series data  (R4) 
 

In Table 1 the reviewed approaches in regard to the 
derived requirements are compared.  
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TABLE1: LITERATURE REVIEW REGARDING THE REQUIREMENTS 
 R1 R2 R3 R4 

Gröger (yes) yes yes no 

MES-Datamodel yes yes yes no 

Terkaj no (yes) (yes) no 

Schuh yes yes (yes) no 

Schmidt (yes) no (yes) no 
Roos yes yes no no 

 
The described approaches do not meet all requirements 

stated in the beginning. They provide a basis for a data model 
while lacking a full coverage of the whole order processing or 
a real-time virtual representation of a product. Based on the 
literature review and the derived requirements a data structure 
is presented in the next section. 
 

V. DATA STRUCTURE AS A BASIS FOR DATA 
ANALYTICS 

 
This section presents the derived data structure for the 

virtual representation of a product during the order processing 
as a basis for data analytics. For a comprehensive 

representation of an order on the shop-floor different aspects 
have to be considered. Besides tangible aspects (e.g. the 
product, the workstation, etc.) intangible aspects (e.g. process 
plans, the geolocation, the status, etc.) are needed. The data 
structure is primarily developed for single or small batch 
production of manufacturing companies. Thus, a special 
focus will be on linear and divergent production structures, 
the use of alternative resources and different operations and a 
semi-automated production with a high degree of manual 
process steps. Based on the production structure transport and 
temporary inventories will be considered. The derived data 
structure is presented in figure 2 and is described hereafter.  

 

 
Figure 2: Data structure for the order processing including example data sets 

Date Time Order Product Geolocation Workstation Process Status
10.01.2016 10:00:01 4711 A1234546788 90, 40 140 -- waiting

10.01.2016 10:00:02 4711 A1234546788 90, 40 140 -- waiting
10.01.2016 10:00:03 4711 A1234546788 90, 40 140 10 set-up
10.01.2016 10:00:04 4711 A1234546788 90, 40 140 10 set-up
10.01.2016 10:00:05 4711 A1234546788 90, 40 140 10 failure
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Time data specifies when the data was recorded and 
enables an entire data record from the start of monitoring 
until all processes are executed. Similar to an airplane’s flight 
data recorder collected data is written inside a database in a 
specific time interval. As time data constitutes the leading 
characteristic among the collected data, corresponding data 
must refer to it. During order processing deviations from the 
schedule (e.g. geolocation, workstation and set-up time) may 
occur and can be detected in real-time.  

Order data includes the attributes order and product. The 
item order assigns a unique ID to each order and enables the 
traceability of an order on the shop-floor. Furthermore, 
product ID is recorded to determine between different 
products of an order.  

Based on the integration of new sensor technologies (e.g. 
real-time location system (RTLS) and radio frequency 
identification (RFID)) a live tracking of an order is possible.  
RTLS tags are applied to the product or the container and 
transmit the geolocation. Tracking the geolocation is 
necessary in order to ensure the routing of the order between 
two points.  This enables to determine the current location of 
the order. Featured by the use of sensor technologies and a 
real-time routing, the status of an order between different 
steps in the working plan can be obtained.  

According to the understanding of a production process, 
the process consists of different process steps which are 

needed to produce a product. Items are tracked in relation to 
the working plan, e.g., the workstation and the process. This 
enables the user to determine on which workstations 
operations have been performed to complete the order. Based 
on the current operation the status of the order is logged.  

To calculate time related data (e.g. absolute production 
time, set-up time, transition time) the status is needed. With 
this information conclusions about the current state of an 
order as well as ex post analysis are conducted. Based on the 
data record orders with the same production processes can be 
compared and reasons for deviations can be revealed. 

 
VI. APPLICATION 

 
Based on the results a prototypical implementation of the 

derived data structure to a demonstration factory is planned. 
Within the newly built Campus Cluster Smart Logistic the 
Demonstrationsfabrik Aachen (DFA) will provide a unique 
place to verify the results of the further research in a real 
production area of 1.600 square metres. The purpose of the 
DFA is to provide a place for research, training and real 
manufacturing. The application scenario includes the 
production of an electric go-kart. Using the data generated 
during production insights into current and past incidences 
are obtained (see figure 3). 

 

 
Figure 3: Using the data record to compare the plan vs. the real situation on the shop floor. 
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Collected data is compared to the plan data to allow 
observing changes in the order process over a time series. 
E.g., based on the real time data of an order, deviations in the 
processing can be uncovered in the moment when the 
processing time differs from the planned time. Therefore, 
plan data and feedback data are compared with upper and 
lower limit values.  
 

VII. CONCLUSION AND FURTHER RESEARCH 
 

In this research paper a data structure for the order 
processing is developed which aims at providing a virtual 
representation of a product during manufacturing, called the 
digital twin or digital shadow. The digital twin or digital 
shadow represents the relevant data (e.g., order, geolocation 
and status) in a time series format. After introducing the 
preconditions of the model the structural framework of a data 
structure for the order processing was derived. In order to 
determine the data structure, relevant system elements are 
derived describing the product and the processes. For 
enabling the implementation of the model, practical 
implications have been carried out. This data structure is the 
foundation for the use of data analytics methods in the 
manufacturing environment. Therewith, conclusions about 
past incidents and a real-time status of an order contribute to 
improve manufacturing processes. Further research is needed 
to substantiate the presented solution principles. Directions of 
further work include the development of measures to improve 
the data quality (i.e., plausibility and consistency checks and 
the use of redundant information provided by sensors), the 
handling of the geolocation and the development of a 
reference architecture. 
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